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MASTER OF ARTS (ECONOMICS)

Term-End Examination

S June, 2015
Uiolo
MECE-001 : ECONOMETRIC METHODS
Time : 3 hours Maximum Marks : 100
Note : Attempt questions from each section as per
instructions given. '
SECTION A
Answer any two questions from this section. 2x20=40

1. Consider a two-equation model system with
Y, =0, +0, Y, +u,y
Y2=ﬁ1+ﬁ2Y1+ﬁ3Z1+ﬁ4Z2+u2
Estimate the 1% equation with a view to

obtaining possible bias, inconsistency and
efficiency through the following :

() OLS
(b) Indirect least squares

{¢) Instrumental variables with Z1 as an

instrument
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2. Consider the following two models :

(b) X, =a; +aXg; + g

Derive the residuals £;. Run the regression

Y, = by + by &+ byXg; + &

Prove that ll)\'z = b,.

Explain intuitively why this is true.

3. Explain the underlying ideas behind the linear
‘ probability model. What are the problems
encountered in this model ? Explain how the

Probit model takes care of these problems.

4. Consider the following simultaneous. equation
model :
Yl = 313Y3 + b12X2 +u;
Y2 = a21Y1 + Agg Y3 + b21X1 + b22X2 + Uy
Y3 = a32Y2 + b33X3 + ug
Check the identification status of each of the
equations in the model on the basis of order and

rank conditions.
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SECTION B

Answer any five questions from this section. 5x12=60

5.

Explain the problem of multicollinearity. Discuss
how you would detect multicollinearity. Suggest

remedial measures.

Show how you would use GLS approach to deal

with heteroscedasticity and autocorrelation.

Write short notes on the following :
(a) Use of Chow test
(b) Koyck model of distributed lag

Outline the steps you would follow in principal

component analysis.

What do you understand by coefficient of

determination (R%) ? You are given two models

with the following R2:
(a) R%2=068
b) RZ%=0-99

Which model will you choose and why ?

10. Prove that for the regression model

Yi=0c+BXi+si,

OLS estimators are best linear unbiased.
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11. GivenlogY = Bl + Bz logX2 + B3 log X3 + M.

Prove that

(a) the estimated regression coefficients are

elasticities associated with Y and each of
X’s and

(b) » those elasticities are constant.

12. Prove that inclusion of an irrelevant variable

does not bias the estimated intercept parameter.
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2.

ffafga g aisal w femr 6ifse .
(@) X, =a; +aXg + g

Fafre &, i Faata A |
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Y, = by + by &+ byXg; + &;.
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ST . ' '
Yl=a13Y3 +b12X2+u1
Y2=a21Y1+a23Y3+b21X1+b22X2+u2
Y3=a32Y2+b33X3+u3
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11. foan w2
logY=ﬁl+leogX2+B3logX3+p..
forg hifre fo6
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Hag g & i
(@) 3 & feR (constant) & |
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