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AND SURVEY TECHNIQUES

Time : 3 Hours Maximum Marks : 100

Note : Attempt any two questions from Section A’
four from Section ‘B’ and two from

Section C’.

Section—A 2% 20 =40

1. What is stratified random sampling ? Explain
the procedure of drawing a stratified random
sample.

2. What is kurtosis ? Differentiate between platy-
kurtic, mesokurtic and leptokurtic
distributions. Explain.

3. (a) What are the characteristics of a good
measure of central tendency ?

P.T.O.
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(b) Calculate arithmetic mean and median
from the following frequency distribution.
Also obtain the value of the mode using the
value of the arithmetic mean and median
without directly computing it from the data :

Height No. of Persons
60—63 8
63—66 28
66—69 118
69—72 66
72—T5 16
715—T8 4

4. (a) Describe the method of fitting polynomials.

(b) Fit a straight line trend by the method of
least squares for the following data :

Year Output
2014 81
2015 92
2016 100
2017 105
2018 112
2019 120
2020 126
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Section—B 4x12=48

Discuss the desirable properties of an

estimator.

Explain the concepts of sample space and event.
State and explain Bayes’ theorem.

Explain normal distribution. Discuss the

characteristics of normal distribution.

What is the meaning of price index number ?
What are the 1important 1issues 1in the

construction of consumer price index number ?

You are provided with two samples with mean
X, and X, and sample sizes n; and n,
respectively. Formulate a test statistic to test
that both samples are drawn from the same
population. Assume that population variance is

not known.
Compute the mean deviation from the mean of
the following data :
116, 87, 81, 98, 102, 97, 100, 105, 101, 115, 98,
102, 98, 100.

Section—C 2X6=12
A bag contains 4 white, 6 red and 10 black

balls. Two balls are drawn at random. What is
the probability that both balls are black ?

P.T.O.
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What are the advantages and disadvantages of
cluster sampling ?

Write a short note on Chebyshev’s theorem.

Use a numerical example of your choice to
1llustrate that as sample size increases, sample

mean approaches population mean.
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1. wWlhd s+ Yfd=@A (Stratified Random
Sampling) ¥ 3M9 N THIC g 2 LSS T
W BIGER] (sample) F1 feptem &1 ufswan
! Ty
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ffafad sl
meg  (Arithmetic

mean )

fomor ¥ TR

Td iR

(Median) @ ®IfST sgetsh (Mode) 1
qF ARG HIed T ARl i el
g, fom sAiRel &1y fFu | SIS

60—63 8
63—66 28
66—69 118
69—72 66
79—175 16
75—178 4

dgds ™cdd  (Polynomial Function) H1
fire & &1 fafu =1 9fF wifsw)

frefafad kel *1 TeEa 9§ =Fag o
faf¥r (least square methods) §RI Tk T
@ fre wifsg .

as EICICS

2014 81

2015 92

2016 100

2017 105

2018 112

2019 120
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HT—-9 4x12=48
Teh 3leheleh (estimator) CANCIERIR] (desirable)
forerand aarsa
gfaesl gafe (sample space) T ¥l (event)

FI STIYUROT 1 TUIMEU| o & fIg (Bayes’
Theorem) 1 AR hifsd|

g1 faa®® (Normal Distribution) R ? 2

T foawor &1 fagioast &1 g Sifs)

HIAd GAkIh 1 A TARU IUMK HIAd

godie & fEo § Teeue g w7 2
HHLART|

afg < wfaeyl (samples) B foFe oew x, W
X, & a°1 3% Wide¥l 3MHN  (sample sizes)
$hHRT: ng g n, %, @ A gfasst (samples)
% & SHEen ¥ fau e ®, % qhee w6 %
foq oderor gfaseis (test statistic) CAME L
(formulate) IfSWl AH <iifNT SHE@T 61

JHUT (variance) 3TI1d 2
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frafafed effesl ¥ Wew fa=eM  (mean
deviation) A SHITSIT :
116, 87, 81, 98, 102, 97, 100, 105, 101, 115, 98,
102, 98, 100

qE-—-7 2X6=12
ThH 9§ 4 WHE, 6 ol TS 10 el 1S 2
Ife 2 T SRS Tl ST df SH T kel
e 1 Wifdehdr = ® 2
Te8 Ufd=@ (Cluster Sampling) F oY Tg

eIl JarEu)

JERE H T (Chebyshev’s theorem) <1
g 2 WU H syl

STH-S10 9feel (sample) 1 SR a@dl ST &,
Y-8 Tfagel T (sample mean) SHEEAT

e (mean) & e A1 S TgH Wl €, Th

TEATHE SSE0T hi Headl 9 AU
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