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BACHELOR’S DEGREE PROGRAMME 

(BDP) 

Term-End Examination 

December, 2023 

MTE-11 : PROBABILITY AND STATISTICS 

Time : 2 Hours     Maximum Marks : 50 

Note : (i) Question No. 7 is compulsory. 

 (ii) Attempt any four questions from 

Question Nos. 1 to 6. 

 (iii) Symbols have their usual meanings. 

 (iv) Use of calculator is not allowed.  

1. (a) The yield (in kg) of 100 plots in the form of 

grouped frequency distribution is given as 

follows : 5 

Yield Frequency 

0 – 20 10 

20 – 40 15 

40 – 60 35 

60 – 80 30 

80 – 100 10 
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(i) Estimate the number of plots with a 

yield of more than 40.  

(ii) Find mean and standard deviation of 

yield.  

(b) What is the probability of drawing a king 

twice in succession from a deck of 52 cards 

if :   3 

(i) the first card is replaced before the 

second draw ?  

(ii) the first card is not replaced before the 

second draw ?  

(c) If P(A) = 0.2, P(B) = 0.3 and P(A B)  = 0.4, 

then are A and B independent ? Justify. 2 

2. (a) The first four moments of a distribution 

about any point A = 5 are 2, 20, 40 and 50. 

Find mean, variance, skewness and 

kurtosis of the distribution. 6 

(b) The probability of a man hit a target is 
1

4
. 

If he fires 7 times, then find the 

probabilities that : 4 

(i) he will hit the target twice. 

(ii) he will not hit the target. 
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3. (a) Let 1 2X , X , .... , Xn  be a random sample 

taken from a distribution with density 

function : 

       

 
  

 


/1
; 0, if 0

( )

  0     ;   o  t herwise

xe x
f x  

Show that 

1

1
X X

n

i
i

n


   is an unbiased 

estimator for . 4 

(b) For the given bivariate probability 

distribution of X and Y : 


  

2

P[X , Y ]
32

x y
x y   

for    x = 0, 1, 2, 3 and y = 0, 1 

Find :  6 

(i) P[X 1, Y 1]   

(ii) P[X 1]  

(iii) P[Y 0] and  

(iv) P[Y 1|X 3]   
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4. (a) Let X be a continuous random variable 

with the probability density function : 


 

 


2
; 0 3

( ) 9

0 ; otherwise

x
x

f x  

Then find the upper bound of P[|X – 2|>1] 

using Chebyshev’s inequality. 5 

(b) If X is a Poisson variate such that : 2 

P [X = 2] = 3P [X = 4] 

then find variance of X.  

(c) If the moment generating function (m.g.f.) 

of a random variable X is : 3 

  2
XM ( ) exp (3 32 )t t t  

then find mean and S.D. of X. 

5. (a) Let 1 2X , X  ,....., Xnbe a random sample of 

size n from a distribution with p.d.f. : 4 

       

    
  



1; 0, 0 1
( , )

0 ; otherwise

x x
f x  

Obtain maximum likelihood estimator of . 
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(b) The lifetime of a certain kind of battery 

has a mean life of 400 hours and standard 

deviation as 45 hours. Assuming the 

distribution of lifetime to be normal, find : 4 

(i) The percentage of batteries with a 

lifetime more than 470 hours.  

(ii) The proportion of batteries with a 

lifetime 385 and 415 hours. 

Given : 

 (1.55) = 0.9394 

 (0.33) = 0.6293 

(c) Suppose X denotes the lifetime of a bulb 

and X has density function : 

 
 


0;
( )

otherwise0 ;

x xke
f x   

Find k.  2 

6. (a) The grades of students in a course for a 

particular semester were as follows : 5 

Grade No. of Students 

A+ 14 

A 18 

B+ 32 

B 20 

C+ 16 

C 20 
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Test the hypothesis that distribution of 

grades is uniform at 5% level of 

significance.  

[You may use the following values :  

2
(4,0.05) 9.488  , 2

(5,0.05) 11.070  ] 

(b) If 1x   is the critical region for testing  

H0 :  = 2 against H1 :  = 1 on the basis of 

a single observation from : 4 

 
 


0;
( )

otherwise0 ;

x xe
f x  

Then find probabilities of type I and type II 

errors. 

(c) Write properties of good estimator. 1 

7. Which of the following statements are True or 

False ? Give a short proof or a counter-example 

in support of your answer : 5×2=10 

(i) If the correlation coefficient between X and 

Y is 0.75, then the correlation coefficient 

between (2 – 5x) and (5 + 2y) is –0.75. 
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(ii) If P(A) = 0.5, P(A B) = 0.7 and A and B 

are independent events, then 
1

P(B) = 
2

. 

(iii) The abscissa of the point of intersection of 

‘less than’ and ‘more than’ ogives gives the 

mean of the data. 

(iv) In a problem of testing of hypothesis 

against a simple alternative, if the 

probability of type II error to be 0.05, then 

power of the test will be 0.05. 

(v) If X and Y are independent random 

variables, then the m.g.f : 

 X + Y X YM ( ) M ( ) M ( )t t t
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 (i)

 (ii)

(i) 

(ii) 

P(A) = 0.2, P(B) = 0.3   

P(A B)  = 0.4 ] A B 

A = 5 

] ]

] ]
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1

4
]

(i) 

(ii) 

1 2X , X , .... , Xn

]

       

 
  

 


/1
; 0, 0

( )

0   ;           

xe x
f x  



1

1
X X

n

i
i

n


 

X Y 


  

2

P[X , Y ]
32

x y
x y   

x = 0, 1, 2, 3  y = 0, 1  
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(i) P[X 1, Y 1]   

(ii) P[X 1]  

(iii) P[Y 0]  

(iv) P[Y 1|X 3]   

X 


 

 


2
; 0 3

( ) 9

0 ;

x
x

f x   

P[|X – 2|>1]

X 

P [X = 2] = 3P [X = 4], X 

(X) 

(m.g.f.)   2
XM ( ) exp (3 32 )t t t ] X 

S.D. 
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1 2X , X  ,....., Xn n 

p.d.f. 

   

    
  



1; 0, 0 1
( , )

0 ;

x x
f x  

  

400 hours 45 hours 

]

(i) 470 hours 

(ii) 385 hours 415 hours 

[ (1.55) = 0.9394, (0.33)  

= 0.6293]
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X 

X

 
 


; 0
( )

0 ;

xke x
f x  

 k 

A+ 14 

A 18 

B+ 32 

B 20 

C+ 16 

C 20 

5% 

[

2
(4,0.05) 9.488  , 2

(5,0.05) 11.070  ] 
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 
 


0;
( )

0 ;

x xe
f x   

H1 :  = 2 H1 :  = 1

x > 1 ] I 

II 

5×2=10

(i) X Y 0.75 ]

(2 – 5x) (5 + 2y) 

– 0.75 

(ii) P(A) = 0.5, P(A B) = 0.7  A  B 

]  
1

P(B) = 
2
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(iii) 

(iv) 

II 0.05 ]

0.05

(v) X Y ]

m.g.f.   X Y X YM ( ) M ( ) M ( )t t t

MTE–11   


