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Note: Answer questions from each section as per the
instructions given.

SECTION A
Answer any two questions from this section. 2x20=40

1. (a) For a regression equation Y = o + X + U,
explain the procedure of estimation of
parameters.

(b) If an estimated equation is given as
Y=15+037X,-0-5X,
(1-7) (0-21) (1-5)

interpret the results and test the
significance of the estimation.

(Figures in parentheses indicate standard
error).

2. Explain the concept of autocorrelation. What are
its consequences ? Explain any one of the methods
of detecting autocorrelation in a regression model.
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3. Explain the underlying ideas behind the probit
model. In what respect is it better than the linear
probability model ?

4. (a) What is meant by identification problem in a
simultaneous equation model ?

(b) Find out the identification status of the
following model :

Y, =C, + 1+ G,

(endogenous variables C, Y, I)
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SECTION B
Answer any five questions from this section. 5x12=60
5. Consider the regression equation

where Ui is the error term.

(a) Explain the need for including U; in the

model.

(b) What assumptions are made regarding U, ?

(c) What problems are encountered if these
assumptions are violated ?

6. Suppose you are given the relationship between
expenditure (E) and income (Y) for two time
periods 1 and 2, as follows :

Explain how you will apply Chow test to the
above model.

7. Define Partial Adjustment Model. How is it
different from the Dynamic model ?

8. Discuss the problem of multicollinearity. What
are the remedial measures ?

9. Briefly discuss the problem of heteroscedasticity.
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10. (a) What does the Gauss-Markov Theorem tell us
about the properties of the OLS estimators ?

(b)  Prove that the OLS estimator /[3 is the Best
Linear Unbiased Estimator (BLUE) of p in
the model Y; = a + BX; + U,.

11. Highlight the steps followed in the 2 SLS method
of estimation of parameters.

12. Write short notes on any two of the following :
(a) Dummy Variable Trap
(b) Confidence Interval

(¢) Coefficient of Determination

MECE-001 4



w.3.51.3.-001

uH. U, (TeivTrET)
FATa qhern
fearr, 2021
H.3.91.3.-001 : reifuf ferferat
g5y : 3 g2 S7feHaT 37 : 100

qig: 17U 77 [GFER I8% @US @ Fel & I ST |

@ ug <h

39 e @ [F81 g1 3991 & I T | 2%20=40

1. (%) T TUIHA0 THR B
Y =0+ BX + U, 39 G4 § Al o ATeha
i SRty i e Fif |
(@) =fe ueh STrehfera wefteRtor feam T ¢ -
Y=15+037X,- 05X,
(1-7) (0-21) (1-5),
gfomai i sre iy 3R TR
refehar-wlier i |
(IS § &I T8 TEATY, A (S I G 7)

2. TIHEHEY hl HhoUdl hl RS hiT | 38k
iy =1 8 2 HIS Aisd H T9-UgHeEY Sl gdl
A bl Toreft T fafer <t samean hifsa |

MECE-001 5 P.T.O.




3. Tifue #Alsd & i fommi i s=amen Hifsy |
Waer wreran dica 4, I8 forE ToilT @ s & 2

4. (%) Fuq wfiew died §  ggEE/AafEio
(identification) THEIT ¥ T A9y & ?

(@) F=fafga ufea & g (Afafeton)
feyfa =1 gar @R

Ct=ao+a1Yt+U1
Yt:Ct"'It"'Gt
(SFastd =X C, Y, I)

MECE-001 6



LCLERC|
57 @GUE G g qier Fo1 & I T | 5x12=60
5. TETHE gHeRl W foem i
Y. =a+BX; + U
& U, IR TR R
(%) wWisa # U, |FATAd T ol ATERIHAT TT8
i |
(@) U, % "a9 H 1 Faurend Hiq 6 TS § 2

(M) AT 3 EuReNS w1 IgEd R S, @
TopT TuEaTt ST ST T 99T 2
6. A ifou f g amamaferi 12 2 & fofw =9 (B)
IR I (Y) & = 1 Ga9 AT T R, S 39
TR R

E{=0;+B;Y;+€4
E2=(12+B2Y2+€2
TSR, foh IUYTH Wied H AT AT GUE hd
EIUl
7. SAISh GHMEISH Hied h Ry dfse | mfaeh
(Dynamic)ﬂﬁﬂﬁ,%%@&ﬁ%?
8. wgHEd hH gHE H == Hie | FEas 9™
CRI
9. fomferenferar 6 auen W waw 9 == Fifvw |

MECE-001 7 P.T.O.



10. (%) Tg-OTHid YEA, SA.UATH. AThAD b

TUTIIHT o SR § gH 1 §ardl § 2
(@) fag Fif % o.ua.wE. swas B, Ated
Y, =a+BX +U;
U, B & UPaH g IENHT A
(BLUE) § |
11. Y=l & Ahad sl 2 TH.UA.UE. fafg |
IE T TN W YHT ST |
12. F=fafgs & & frdl @7 W @iea  fewafomd
fafau -

%) eHl = I

(
(@) fevar=rar e
(

) Tyt e

MECE-001 8



